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SUMMARY As pseudorandom number generators for Monte Carlo simulations, inversive linear congruential generators (ICG) have some advantages compared with traditional linear congruential generators. It has been shown that a sequence generated by an ICG has a low discrepancy even if the length of the sequence is far shorter than its period. In this paper, we formulate fractional linear congruential generators (FCG), a generalized concept of the inversive linear congruential generators. It is shown that the sequence generated by an FCG is a geometrical shift of a sequence from an ICG and satisfies the same upper bounds of discrepancy. As an application of the general formulation, we show that under certain condition, “Leap-Frog technique,” a way of splitting a random number sequence to parallel sequences, can be applied to the ICG or FCG with no extra cost on discrepancy.
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1. Introduction

1.1 Background

Fast generator of good pseudorandom numbers is crucial in Monte Carlo simulations. The linear congruential generator (LCG) [16] is most traditional and well-known, however, due to the inherent linearity, the distribution of a sequence from the LCG has an unwanted property. In this paper, we formulate fractional linear congruential generators (FCG), a generalized concept of the inversive linear congruential generators. It is shown that the sequence generated by an FCG is a geometrical shift of a sequence from an ICG and satisfies the same upper bounds of discrepancy. As an application of the general formulation, we show that under certain condition, “Leap-Frog technique,” a way of splitting a random number sequence to parallel sequences, can be applied to the ICG or FCG with no extra cost on discrepancy.

Definition 1.1 (ICG [8]). Let a and b be two elements of $\mathbb{F}_p$. Then

$$\psi_{a,b}(u) := \begin{cases} a & u = 0; \\ a + bu^{-1} & \text{otherwise}, \end{cases} (u \in \mathbb{F}_p)$$

defines a permutation over $\mathbb{F}_p$. Then for an element $u_0 \in \mathbb{F}_p$, the recurrence

$$u_{n+1} = \psi_{a,b}(u_n) \quad (n \geq 0)$$

defines a purely periodic sequence $(u_n \in \mathbb{F}_p)_{n \geq 0}$. Put

$$y_n := (\{(u_n)\}/p \in [0, 1),$$

where $(\{(u)\})$ means the least nonnegative representative of $u \mod p$ and the division is taken over the rational number field. We say that $(y_n \in [0, 1))_{n \geq 0}$ is the sequence generated by the ICG $\psi_{a,b}$ with initial value $u_0$.

Many modified or generalized versions of ICG have been presented. The reader is referred to the survey article [7]. Some of them are: the compound inversive generator [6], [14], [24] which utilizes a composite modulus, the explicit inversive generator (EICG) [5] which is based on the inversion of a linear form of the index counter. A branch of generalization is replacing the prime field $\mathbb{F}_p$ with an arbitrary finite field $\mathbb{F}_q$, where $q = p^k$.

Definition 1.2 (ICVG [19]). Fix a basis $(\xi_1, \ldots, \xi_k) \in \mathbb{F}_q^k$ for the extension $\mathbb{F}_q/\mathbb{F}_p$. Let $a, b$ and $u_0$ be elements of $\mathbb{F}_q^\times$. Then a permutation $\psi_{a,b}$ over $\mathbb{F}_q$ is defined as in Eq. (1) and a purely periodic sequence $(u_n \in \mathbb{F}_q)_{n \geq 0}$ is defined as in Eq. (2). For each $n$, write

$$u_n = u_n^{(1)} \xi_1 + \cdots + u_n^{(k)} \xi_k$$

with $(u_n^{(1)}, \ldots, u_n^{(k)}) \in \mathbb{F}_p^k$, then component-wise applications of Eq. (3) yield the vector

$$y_n := (y_n^{(1)}, \ldots, y_n^{(k)}) \in [0, 1)^k.$$

We say that $(y_n \in [0, 1)^k)_{n \geq 0}$ is the vector sequence generated by the inversive linear congruential vector generator (ICVG) $\psi_{a,b}$ with initial value $u_0$.

Definition 1.3 (Digital ICG [10]). Let $p, k, q, a, b, u_n = u_n^{(1)} \xi_1 + \cdots + u_n^{(k)} \xi_k$ and $(y_n^{(1)}, \ldots, y_n^{(k)}) \in [0, 1)^k$ as in Definition 1.2. Then define $y_n' \in [0, 1)$ as

$$y_n' := \sum_{i=1}^{k} (\{(y_n^{(i)}\}) p^{-i}. \quad (6)$$

We say that $(y_n' \in [0, 1))_{n \geq 0}$ is the sequence generated by the digital ICG $\psi_{a,b}$ with initial value $u_0$.

Discrepancy is a quantitative measure of quality of pseudorandom numbers, which gives certain upper bound on the error term of a Monte Carlo integration.
Definition 1.4 (discrepancy [20, Chapter 3]). Let $S$ be a finite multiset of points in the $s$-dimensional half-open cube $[0, 1)^s$. Let $J$ be the family of all subcubes $\{\prod_{i=1}^s [a_i, b_i) \subseteq [0, 1)^s\}$. The extreme discrepancy of $S$ is the real number

$$D(s)(S) := \sup_{J \in J} \left| \frac{|J \cap S|}{|S|} - \text{vol}(J) \right|,$$

(7)

where $\text{vol}(J)$ denotes the $s$-dimensional volume of $J$ and $|S|$ is the number of elements of the multiset $S$ counted with multiplicity. The star discrepancy $D^*(s)(S)$ is defined similarly by replacing $J$ with $J^* := \{\prod_{i=1}^s [a_i, b_i) \subseteq [0, 1)^s\}$ in Eq. (7). Also, for an integer $e$, the discrete discrepancy $D(s)^e(S)$ is defined by replacing $J$ with $J_e := \{\prod_{i=1}^s [a_i, b_i) \subseteq [0, 1)^s : ea_i, eb_i \in \mathbb{Z}\}$.

In practice, only a small part of the period of pseudorandom numbers is used. So bounding the discrepancy in parts of the period is important. The following discrepancy bound for the ICG in parts of the period has been found. Note that the bound is nontrivial if the length $N$ of the sequence is of order $p^\epsilon$ (\(\epsilon > 0\)).

Theorem 1.5 (s-dimensional discrepancy bound of ICG [13], see also [21] for $s = 1$)

Let $(y_n, y_1, \ldots)$ be the number sequence in $[0, 1)$ generated by an ICG, and let $T$ be its fundamental period. Let $s \geq 1$ and put $t_n := (y_n, \ldots, y_{n+s-1})$ for each $n$. Then the $s$-dimensional discrepancy of the vector sequence $\{t_0, \ldots, t_{N-1}\}$ is bounded as:

$$D(s)(\{t_0, \ldots, t_{N-1}\}) \leq \left(4s + \sqrt{8/3}\right) N^{-\frac{1}{2}} p^\frac{s}{2} ((4/\pi^2) \log p)^s + O(N^{-\frac{1}{2}} p^\frac{s}{2} (\log p)^{s-1})$$

(1 $\leq N \leq T$),

(8)

where the implied constant depends only on $s$.

The statistical test that calculates or bounds $D(s)(\{t_0, \ldots, t_{N-1}\})$ is referred to as overlapping serial test of the $(y_0, y_1, \ldots, y_N)$ [20, Sect. 7.2]. The above bound shows a level of statistical independence of successive $s$-tuples of pseudorandom numbers $(y_n, \ldots, y_{n+s-1})$ from any fixed ICG, for all small $s$. See [15] for empirical serial tests of LCG, ICG and EICG. As a way to obtain a sequence of $s$-tuples of pseudorandom numbers, so-called low-discrepancy sequences attain better $s$-dimensional discrepancy, namely $O(N^{-1} \log^s N)$, than the over-wrapping $s$-tuples $t_0, \ldots, t_{N-1}$ from an ICG. (For constructions of such low-discrepancy sequences, see [27, Sect. 3.2], [28] and the literatures cited there). On the other hand, the over-wrapping $s$-tuples from an ICG can be used even when the prescribed value of dimension $s$ is unknown [27, Sect. 3.3].

The $\mathbb{F}_q$ counterparts of Theorem 1.5, namely, the upper bound of star discrepancy for the digital ICG and the upper bound of discrete discrepancy for the ICVG have been obtained also:

Theorem 1.6 (s-dimensional discrepancy bound of digital ICG [22]). Let $(y'_0, y'_1, \ldots)$ be the number sequence generated by a digital ICG, whose fundamental period is $T$. Let $s \geq 1$ and put $t'_n := (y'_n, \ldots, y'_{n+s-1})$ for each $n$. Then the $s$-dimensional star discrepancy of the vector sequence $\{t'_0, \ldots, t'_{N-1}\}$ satisfies

$$D^*(s)(\{t'_0, \ldots, t'_{N-1}\}) = O(N^{-\frac{1}{2}} q^\frac{s}{2} (\log q)^s)$$

(1 $\leq N \leq T$).

(9)

Theorem 1.7 (ks-dimensional discrepancy bound of ICVG [22]). Let $(y_0, y_1, \ldots)$ be the vector sequence generated by an ICVG, whose fundamental period is $T$. Let $s \geq 1$ and let $\tau_n$ be the vector $\tau_n := (y_n, \ldots, y_{n+s-1})$ of dimension $ks$ for each $n$. Then the $ks$-dimensional discrete discrepancy of the vector sequence $\{\tau_0, \ldots, \tau_{N-1}\}$ satisfies

$$D(ks)(\{\tau_0, \ldots, \tau_{N-1}\}) = O(N^{-\frac{1}{2}} q^\frac{s}{2} (\log q)^{ks})$$

(1 $\leq N \leq T$).

(10)

We also note the corresponding bounds for the explicit digital inversive number and the explicit inversive vector generators over $\mathbb{F}_q$ have been obtained [23].

1.2 Contribution of the Paper

In this paper, we formulate fractional linear congruential generators, over a finite field $\mathbb{F}_q$ of odd characteristic $p$, a generalized version of the inverse linear congruential generators. It is shown that the sequence generated by a fractional linear congruential generator is in fact a geometrical shift (modulo one) of a sequence of an inversive linear congruential generator, and the same upper bounds as Theorems 1.5, 1.6 and 1.7 hold for these generalized generators. As an application of the general formulation, we show that fractional linear congruential generators are robust in discrepancy, under decimations of the output sequence. The robustness with respect to the decimations implies the applicability of so-called Leap-Frog technique, a way of splitting pseudo random numbers in distributed Monte Carlo simulations.

In Sect. 2, some basic terminologies and known facts are introduced from the theory of fractional linear transforms over finite fields. In Sect. 3 the fractional linear congruential generators are defined (Definition 1.1). It is proved that a fractional linear sequence is a geometrical shift (modulo one) of an inverse linear sequence (Proposition 3.3). Section 4 extends the discrepancy bounds for fractional linear generators (Theorems 4.1, 4.2 and 4.3). Section 5 shows the robustness
result on the the decimation or the Leap-Frog use (Theorem 5.1.) Section 6 concludes the paper.

Hereafter, $p$ is a (large) odd prime.

2. Fractional Linear Transforms over Finite Fields

We introduce some basic concepts, terminologies and results of the theory of fractional linear transforms over a finite field $\mathbb{F}_q$, where $q$ is a power $p^k$ of odd prime, based on [25, Chapter 21]. Let $\text{GL}_2(\mathbb{F}_q)$ be the group of $2 \times 2$ invertible matrices over $\mathbb{F}_q$. The projective line $\mathbb{P}^1(\mathbb{F}_q)$ is the set

$$\{[z_1 : z_2] : (z_1, z_2) \in \mathbb{F}_q \times \mathbb{F}_q \setminus \{(0,0)\} \},$$

where $[z_1 : z_2]$ is the equivalence class of $(z_1, z_2)$ under the equivalence relation

$$[z_1 : z_2] = [z_1' : z_2'] \iff (z_1, z_2) = (az_1', az_2') \text{ for some } a \in \mathbb{F}_q^\times.$$

If we take the representative of each class as $(z_1z_2^{-1}, 1)$ for $z_2 \in \mathbb{F}_q^\times$ and as $(1, 0)$ for $z_2 = 0$ then $\mathbb{P}^1(\mathbb{F}_q)$ is identified with the set $\mathbb{F}_q \cup \{\infty\}$, where $z \in \mathbb{F}_q$ corresponds to $[z : 1]$ and the symbol $\infty$ is identified with $[1 : 0]$.

Hereafter we always use this alias for $\mathbb{P}^1(\mathbb{F}_q)$.

For $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(\mathbb{F}_q)$ and $z \in \mathbb{F}_q \cup \{\infty\}$, put

$$A(z) := \begin{cases} 
ac^{-1} & \text{if } c \neq 0, \ z = \infty; \\
\infty & \text{if } c = 0, \ z = \infty; \\
\alpha & \text{if } cz + d = 0, \ z \in \mathbb{F}_q; \\
(az + b)(cz + d)^{-1} & \text{otherwise,}
\end{cases} \quad (11)$$

where the operations are taken over $\mathbb{F}_q$ in the first and fourth cases. Then it holds that

$$(AB^{-1})(z) = A(B^{-1}(z))$$

and the map $A(\cdot) : z \mapsto A(z)$ defines a permutation over the set $\mathbb{F}_q \cup \{\infty\}$. We call such a permutation $A(\cdot)$ as a fractional linear transform over $\mathbb{F}_q$. By Eq. (12), $A(\cdot)$ is a homomorphism from $\text{GL}_2(\mathbb{F}_q)$ onto the group of fractional linear transforms over $\mathbb{F}_q$ and by Eq. (11) its kernel is the center, i.e. the normal subgroup $C := \{ \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix} : a \in \mathbb{F}_q^\times \}$ of scalar matrices:

$$A(\cdot) = \text{id}|_{\mathbb{F}_q \cup \{\infty\}} \iff A \in C. \quad (13)$$

Thus the group of the fractional linear transforms is isomorphic to the quotient group $\text{GL}_2(\mathbb{F}_q)/C$, which is referred to as $\text{PGL}_2(\mathbb{F}_q)$. For notational convenience, we shall inspect $\text{GL}_2(\mathbb{F}_q)$ rather than $\text{PGL}_2(\mathbb{F}_q)$, noting the redundancy of Eq. (13).

2.1 Borel Subgroup

The subgroup

$$B = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in \text{GL}_2(\mathbb{F}_q) \right\}$$

of $\text{GL}_2(\mathbb{F}_q)$ is called the Borel subgroup. Since the fractional linear transform defined by an element of $B$ has very special properties, we should treat it separately. Namely, from Eq. (11) we have

$$B = \{ A \in \text{GL}_2(\mathbb{F}_q) : A(\infty) = \infty \} \quad (14)$$

and

$$\begin{pmatrix} a & b \\ 0 & d \end{pmatrix} (z) = ad^{-1}z + bd^{-1} \quad (z \in \mathbb{F}_q).$$

Thus, a Borel element defines a linear transform over $\mathbb{F}_q$, rather than a proper fractional linear transform.

For elements outside the Borel subgroup $B$, we note the following normalization by conjugacy. Let $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(\mathbb{F}_q) \setminus B$. Then it holds that

$$A = \begin{pmatrix} 1 & c^{-1}d^{-1} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} a + d & -c^{-1}(ad - bc) \\ c & 0 \end{pmatrix} \begin{pmatrix} 1 & c^{-1}d \\ 0 & 1 \end{pmatrix}. \quad (15)$$

2.2 Conjugacy Classes

Two elements $A, B \in \text{GL}_2(\mathbb{F}_q)$ are said to be conjugate if there exists $P \in \text{GL}_2(\mathbb{F}_q)$ such that $A = P^{-1}BP$. Obviously, it is an equivalent relation. Further, if $A$ and $B$ are conjugate with $A = P^{-1}BP$,

- $\Phi_A(X) = \Phi_B(X)$; where $\Phi_A(X) = X^2 - \text{tr}(A)X + \det(A)$ is the characteristic polynomial of $A$; i.e. they share the eigenvalues.
- For all $z \in \mathbb{F}_q \cup \{\infty\}$, $A(z) = z$ iff $B(P(z)) = P(z)$; i.e. the numbers of fixed points are the same.

Now we excerpt a basic classification of conjugacy classes in $\text{GL}_2(\mathbb{F}_q)$.

Fact 2.1 (Classification of conjugacy classes of $\text{GL}_2(\mathbb{F}_q)$ [25, Chapter 21]). For any $A \in \text{GL}_2(\mathbb{F}_q)$, there exists $P \in \text{GL}_2(\mathbb{F}_q)$ such that one of the following cases (i)(ii)(iii)(iv) is true for some $r, s, t \in \mathbb{F}_q$. The case that $(A, P)$ falls is uniquely determinated by the conjugacy class to which $A$ belongs.

(i) $PAP^{-1} = \begin{pmatrix} r & 0 \\ 0 & r \end{pmatrix}$ if $r \neq 0$. In this case $A$ is said to be central. Obviously $A = \begin{pmatrix} r & 0 \\ 0 & r \end{pmatrix}$. So $A$ is central iff $A \in C$. The number $r$ is the double root of $\Phi_A(X) = 0$. Clearly $A(\cdot)$ fixes any element of $\mathbb{F}_q \cup \{\infty\}$. There are $q - 1$ different conjugacy classes of this type, each containing sole element. Union of these classes forms the subgroup $C$. 
(ii) $PAP^{-1} = (r \ y \ z \ x)(r \neq 0)$ In this case $A$ is said to be parabolic. The number $r$ is the double root of $\Phi_{q}(X) = 0$. The representative $(r \ y \ z \ x)$ fixes exactly one point $\infty$, thus $A$ fixes exactly one point $P^{-1}(\infty)$. The smallest positive integer $\ell$ such that $A^\ell \in C$ is $p$. There are $q-1$ different conjugacy classes of this type, each containing $q^2 - q$ elements.

(iii) $PAP^{-1} = (r \ y \ z \ x)(r-s)rs \neq 0$. In this case $A$ is said to be hyperbolic. The numbers $r$ and $s$ are the two different roots of $\Phi_{A}(X) = 0$. The representative $(r \ y \ z \ x)$ fixes exactly two points $\infty$ and 0 and $A$ fixes exactly two points $P^{-1}(\infty)$ and $P^{-1}(0)$. The smallest positive integer $\ell$ such that $A^\ell \in C$ is the order of $rs^{-1}$ in the multiplicative group $\mathbb{F}_q^\times$. There are $(q-1)(q-2)/2$ classes of this type, each containing $q^2 - q$ elements.

(iv) $PAP^{-1} = (r \ y \ z \ x)(s \neq 0, t, non-square \in \mathbb{F}_q)$. In this case $A$ is said to be elliptic. The characteristic equation $\Phi_{A}(X) = 0$ has two different roots $\lambda = r + sq/7$ and $\bar{\lambda} = r - sq/7$ in $\mathbb{F}_q \setminus \mathbb{F}_q$. No element of $\mathbb{F}_q \cup \{\infty\}$ is fixed by the representative $(r \ y \ z \ x)$, thus by $A$. Also, there exists $Q \in GL_2(\mathbb{F}_q)$ such that $A = Q^{-1}(\lambda \ 0 \ \bar{\lambda})Q$. The smallest positive integer $\ell$ such that $A^\ell \in C$ is $ord(\bar{\lambda}/\lambda) = ord(\bar{\lambda}^{-1})$ where $ord(x)$ is the order of an element $x$ in the multiplicative group $\mathbb{F}_q^\times$. There are $q(q-1)/2$ classes of this type, each containing $q^2 - q$ elements.

Proposition 2.2. Let $\ell$ be an integer and $A \in GL_2(\mathbb{F}_q)$ and $z_0 \in \mathbb{F}_q \cup \{\infty\}$.

(a) If $A \notin B$, then $A^\ell \in B \iff A^\ell \in C$.

(b) Suppose that $z_0, A^1(z_0)$ and $A^2(z_0)$ are three different points. Then $A^\ell(z_0) = z_0$ implies $A^\ell \in C$.

(c) If $A \notin B$ and the period of the sequence $(z_0, A^1(z_0), A^2(z_0), \ldots)$ is at least 3, then $A^\ell(z_0) = z_0 \iff A^\ell \in B$.

Proof. (a) $(\Rightarrow)$ It is verified by direct calculations based on the classification of Fact 2.1. When $A$ is elliptic, writing $A = Q^{-1}(\lambda \ 0 \ \bar{\lambda})Q$ with $Q = (a \ b \ c \ d)$ $\in GL_2(\mathbb{F}_q)$ and $A^\ell = (a\ell \ b\ell \ c\ell \ d\ell)$, we obtain

$$
\begin{pmatrix}
\alpha \beta \\
\gamma \delta
\end{pmatrix}
\begin{pmatrix}
a\ell & b\ell \\
\gamma & d\ell
\end{pmatrix}
= \begin{pmatrix}
\alpha & \beta \\
\gamma & \delta
\end{pmatrix}^{-1}
\begin{pmatrix}
0 & 0 \lambda \ell \\
0 & 0 \bar{\lambda} \ell
\end{pmatrix}
\begin{pmatrix}
\alpha & \beta \\
\gamma & \delta
\end{pmatrix}
$$

and

$$
\begin{pmatrix}
\alpha \beta \\
\gamma \delta
\end{pmatrix}
\begin{pmatrix}
a\ell & b\ell \\
\gamma & d\ell
\end{pmatrix}
= \begin{pmatrix}
\lambda \ell & 0 \\
0 & 0 \bar{\lambda} \ell
\end{pmatrix}
\begin{pmatrix}
\alpha \beta \\
\gamma \delta
\end{pmatrix}.
$$

Suppose that $A^\ell \in B$, i.e. $c\ell = 0$. From the lower left of Eq. (17), we obtain $a\ell \gamma = \bar{\lambda} \ell \gamma$. If $\gamma = 0$ then $A \in B$ by Eq. (16), which contradicts the assumption. Thus we have $a\ell = \bar{\lambda} \ell$. Taking the conjugation $\gamma$ (that is, the unique nontrivial element of the Galois group of the quadratic extension $F_{q^2}/F_q$) we also have $a\ell = a\ell = \lambda \ell$. Taking the trace of Eq. (16), we obtain $a\ell = \lambda \ell = \bar{\lambda} \ell = d\ell$. Writing them back to Eq. (16) tells

$$
\begin{pmatrix}
a\ell & b\ell \\
0 & a\ell
\end{pmatrix}
= \begin{pmatrix}
a\ell & 0 \\
0 & a\ell
\end{pmatrix}
$$

and $A^\ell \in C$. Hyperbolic and parabolic cases are verified similarly. ($\Leftarrow$): Clear.

(b) Observe that $A^\ell$ fixes the three different points. From the classification of Fact 2.1, $A^\ell$ should be central.

(c) Immediate from (a) and (b).

3. Fractional Linear Congruential Generators

3.1 The FCG

Utilizations of matrices or their characteristic polynomials already appeared in the contexts of the period analyses of ICG or ICVG [2], [7], [9]. Here, we use matrices, or fractional linear transforms induced by them, to define a generalized class of pseudorandom number generators based on the inversion.

Definition 3.1. We fix a basis $(\xi_1, \ldots, \xi_k) \in \mathbb{F}_q^k$ for the extension $\mathbb{F}_q/F_p$. Let $A$ be an element of $GL_2(\mathbb{F}_q)$.

Then

$$
\psi_A(u) := \begin{cases}
A^2(u) & \text{if } A(u) = \infty; \\
A(u) & \text{otherwise,}
\end{cases}
$$

defines a permutation over $\mathbb{F}_q$. We call the map $\psi_A$ as a fractional linear congruential generator. If $A$ is not an element of the Borel subgroup $B$, then we say that $\psi_A$ is nonlinear. For an element $u_0 \in \mathbb{F}_q$,

$$
u_{n+1} = \psi_A(u_n) \quad (n \geq 0)
$$

or equivalently

$$
u_n = \psi_A^n(u_0) \quad (n \geq 0),
$$

where $\psi_A^n$ denotes $n$ composition of $\psi_A$, defines a purely periodic sequence $(\nu_n \in \mathbb{F}_q)_{n \geq 0}$. We call $(\nu_n)_{n \geq 0}$ the sequence generated by the fractional linear generator (FCG) $\psi_A$ with initial value $u_0$.

Further, we define maps:

(i) (defined only for $k = 1$)

$$
\ GI : \mathbb{F}_p \ni u \mapsto (u)/p \in [0, 1).
$$

(ii)

$$
\ GI' : \mathbb{F}_q \ni u \mapsto \sum_{i=1}^{k} ((u^{(i)}))p^{-i} \in [0, 1),
$$

where $u^{(i)} \in \mathbb{F}_p$ is defined through $\sum_{i=1}^{k} u^{(i)} \xi_i = u$. 

\]
and we call them geometric interpretations. We say that \((GI(u_n))_{n \geq 0}\) is the sequence generated by the fractional linear generator \(\psi_A\) and geometric interpretation \(GI\), with initial value \(u_0\). Same terminologies are defined for \((GI'(u_n))_{n \geq 0}\) and \((GI(u_n))_{n \geq 0}\).

Let \(t\) be the smallest positive index that \(A^t \in C\) holds (See the classification Fact 2.1). By Proposition 2.2 (b), the period of the sequence by an FCG is \(t-1\) when the orbit \([A^n(u_0) : 0 \leq n < t]\) contains \(\infty\) and the first case of Eq. (19) occurs exactly once in the period. Otherwise, the orbit avoids \(\infty\), the period is \(t\) and it holds that \(\psi_A(u_0) = \psi_A^n(u_0) = A^n(u_0)\) for all \(n\).

Especially, the period takes its maximum value \(q\) if \(A\) is elliptic and the ratio of two roots of \(\Phi_A(X)\) in \(\mathbb{F}_q^2\) has the order \(q+1\). In this case, \(\Phi_A(X)\) is said to be an inversive maximal period (IMP) [12, 3]. Periods of ICG and ICVG have been extensively studied in literatures including the above three. We note that these results on periods of ICG and ICVG are directly translated for FCG, using Proposition 3.3 of the next subsection.

### 3.2 How General They Are

First, the following example shows that LCG and ICG are both FCG.

**Example 3.2.** (a) A LCG is defined by a matrix of the form \(\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathbb{B}\).

(b) An ICG is defined by a matrix of the form \(\begin{pmatrix} a & b \\ c & d \end{pmatrix} \) \((b \neq 0)\).

Next we consider how many FCG exist other than the above example. From Proposition 2.2 (b), it immediately follows that if two elements \(A, B \in GL_2(\mathbb{F}_q)\) generates the same sequence up to a shift of index and choices of initial values, i.e., if \(\psi_A^{t_0}(u_0) = \psi_B^{t_0}(u'_0)\) for some \(t_0 \in \mathbb{Z}, u_0, u'_0 \in \mathbb{F}_q\) and for \(t \geq 0\) holds, then \(A\) is a scalar multiple of \(B\) unless their periods are too short (\(\leq 3\)). So removing the redundancy by a scalar multiplication, an FCG of nonlinear type is exactly characterized by \(\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(\mathbb{F}_q)\). On the other hand, an ICG is characterized by two elements of \(\mathbb{F}_q\). Thus there exist many FCG that are not covered by ICG.

In fact, this extra degree of freedom is completely explained by the choice of the geometric interpretation.

Let \(A := \begin{pmatrix} a & b \\ c & d \end{pmatrix}\) and \(A_0 := \begin{pmatrix} a+d & -(ad-b) \\ 0 & 1 \end{pmatrix}\). Then \(\psi_{A_0}\) is an ICG. Recall from Eq. (15) that

\[
A = \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & d \\ 0 & 1 \end{pmatrix}.
\]

Noting that \(\begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix} \in \mathbb{B}\) fixes \(\infty\), we have

\[
\psi_A^\ell(u_0) = \psi_{A_0}^\ell(u_0 + d) - d
\]

for all \(\ell \geq 0\) and \(u_0 \in \mathbb{F}_q\). If we redefine the geometric interpretations \(GI, GI'\) and \(GI\) by

\[
GI_d(u) := GI(u - d),
\]

\[
GI'_d(u) := GI'(u - d),
\]

\[
GI_d(u) := GI(u - d),
\]

respectively, then it follows that

\[
gi^\ell_0(\psi_A^{\ell}(u_0)) = gi^\ell_d(\psi_{A_0}^{\ell}(u_0 + d)) \quad (\ell \geq 0),
\]

where \(gi\) is either of \(GI, GI'\) or \(GI\). This asserts the following statement.

**Proposition 3.3.** Let \((GI_0(u_n))_{n \geq 0}\) be the sequence generated by a nonlinear FCG and the geometric interpretation \(GI_0\). Then there exists an ICG which generates the same sequence, by appropriate choice of the geometric interpretation \(GI_d\) and the initial value. Same hold for \(GI'\) and \(GI\).

Especially, for the cases \(GI\) and \(GI\), the output sequence of an FCG is a geometrical shift (modulo one) of the sequence by an ICG. In this sense, FCGs do not provide random numbers of new type. However, the definition of FCG shall be meaningful, at least, to inspect properties with respect to compositions of ICGs. Observe that \(\psi_{A'}\) are not, in general, an ICG even if \(\psi_{A}\) is so (The form Eq. (20) is fragile under multiplications). Of course they remain to be FCG, and we shall explain some applications of this fact in Sect. 5.

### 4. Discrepancy Bounds of FCG in Parts of the Period

For the case \(k = 1\), Theorem 1.5 is transparently extended to FCG of nonlinear type.

**Theorem 4.1** Suppose that \(k = 1\), i.e. \(\mathbb{F}_q = \mathbb{F}_p\). Let \(\psi_A\) be an FCG of nonlinear type (i.e. \(A \notin \mathbb{B}\)). Let \((y_0, y_1, \ldots)\) be the sequence after a geometric interpretation \(GI_d\) of the form Eq. (22) generated by \(\psi_A\), and let \(T\) be its period. Let \(s \geq 1\) and put \(t_n := (y_n, \ldots, y_{n+s-1})\) for each \(n\). Then the discrepancy bound Eq. (8) of Theorem 1.5 holds for this sequence.

**Proof.** By proposition 3.3, there exists an integer \(C\) such that \(y_n = ((u_n + C))/p\) \((n \geq 0)\), where \((u_n \in \mathbb{F}_p)\) is the sequence from some ICG of the same period \(T\). So it suffices to check that the robustness of bound Eq. (8)
with respect to the transform $u_n \mapsto u_n + C$ in $\mathbb{F}_p$. Since Definition 1.4 slightly depends on the boundary of the cube $[0,1]^s$, we look into the proofs of Theorem 1.5.

In [13], the bound Eq. (8) is derived as follows. For any $v = (v_n \in \mathbb{F}_p)_{n \geq 0}$ and $h = (h_0, \ldots, h_{s-1}) \in \mathbb{F}_p^s$, define the exponential sum
\[
S_h(v; N) := \sum_{n=0}^{N-1} \exp \left( \frac{2\pi \sqrt{-1} \sum_{i=0}^{s-1} h_i v_{n+i}}{p} \right),
\] (25)
where we omit $((::))$ around $\sum h_i v_{n+i}$ because the quantity depends only on the mod $p$ class.

(i) Bound the exponential sums on the ICG.

It is shown that [13, Theorem 4] if $u = (u_0, u_1, \ldots)$ is the sequence from an ICG of period $T$, then for all $h = (h_0, \ldots, h_{s-1}) \in (\mathbb{F}_p^s)^s$ it follows that
\[
|S_h(u; N)| \leq \left( 4s + \sqrt{8/3} \right) \frac{1}{2} N^{\frac{1}{2}} + O(p^{\frac{1}{2}}) (1 \leq N \leq T),
\] (26)
where the implied constant depends only on $s$. (The key to prove this bound is the bound [18] for certain exponential sum of rational functions, which in turn depends on the Weil-Bombieri bounds [1], [26].)

(ii) Apply the general discrepancy bound [20, Corollary 3.11]. This bound depends only on the upper bound $B$ of $|S_h(u; N)|$ for all $h \in (\mathbb{F}_p^s)^s$; no special property of $u$ is used. The bound is:
\[
D^{(s)}((t_0, \ldots, t_{N-1})) \leq 1 - (1 - p^{-1})^s + \frac{B}{N} \left( (4/\pi^2) \log p \right)^s,
\] (27)
where $t_n = (u_n, u_{n+1}, \ldots, u_{n+s-1})$.

So only to check is (i). However, replacing $v_{n+i}$ with $u_{n+i} + C$ in Eq. (25) changes $S_h(v; N)$ only by the constant factor
\[
\exp \left( \frac{2\pi \sum_{i=0}^{s-1} h_i C}{p} \right),
\]
whose absolute value is obviously 1. Thus the inequality Eq. (26) is not affected by $u_n \mapsto u_n + C$. \qed

Also for arbitrary $k \geq 1$, Theorems 1.6 and 1.7 are transparently extended to FCG of nonlinear type, since these bounds are derived from the upper bound (in absolute value) of
\[
N-1 \sum_{n=0}^{N-1} \chi \left( \sum_{i=1}^{s} \mu_i u_{n+i-1} \right)
\]
where $\mu_i \in \mathbb{F}_q$ are constants and $\chi$ is a nontrivial character of $\mathbb{F}_q$, and the shift $u_n \mapsto u_n + C$ changes the quantity only by a complex constant of absolute value one.

**Theorem 4.2.** Let $\psi_A$ be an FCG of nonlinear type (i.e. $A \notin \mathcal{B}$). Let $(y_0, y_1, \ldots)$ be the sequence by $\psi_A$ and a geometric interpretation $\mathbb{F}_q$ of the form Eq. (23), and let $T$ be its period. Let $s \geq 1$ and put $t'_n := (y'_n, \ldots, y'_{n+s-1})$ for each $n$. Then the discrepancy bound Eq. (9) of Theorem 1.6 holds for this sequence.

**Theorem 4.3.** Let $\psi_A$ be an FCG of nonlinear type (i.e. $A \notin \mathcal{B}$). Let $(y_0, y_1, \ldots)$ be the sequence by $\psi_A$ and a geometric interpretation $\mathbb{F}_q$ of the form Eq. (24), and let $T$ be its period. Let $s \geq 1$ and put $t_n := (y_n, \ldots, y_{n+s-1})$ for each $n$. Then the discrepancy bound Eq. (10) of Theorem 1.7 holds for this sequence.

5. Robustness under Decimation

Here we explain an application of Definition 3.1 and Theorems 4.1, 4.2 and 4.3. Namely, using group theoretic properties, some robustness is shown in discrepancy and nonlinearity, under a decimation of the sequence.

By definition, $\mathbb{H}_2(\mathbb{F}_q) \ni A \mapsto \psi_A$ is almost homomorphism. However, the first case of Eq. (19) prevents the correspondence to be homomorphic. In fact the sequence $(u(N)^{-1})_{n=0}^{N-1} = (\psi_A(u))_{n=0}^{N-1}$ in a part of the period avoids the first case of Eq. (19), by appropriate choices of $A$ and $u_0$. We write this partial homomorphic condition as:

\[
C(A, u_0, N) : A^n(u_0) \neq \infty \text{ for } 0 \leq n < N.
\]

Obviously this is equivalent to:

\[
A^n(u_0) = \psi_A^n(u_0) = \psi_A(u_0) \text{ for } 0 \leq n < N.
\]

For example, if $A$ is elliptic and $\psi_A$ has the maximum period $q$, the following choice of $u_0$ ensures the condition $C(A, u_0, N) (N \leq q)$. Choose $r$ arbitrarily with $1 \leq r \leq q - N$. Then put $u_0 := A^r(\infty)$. (Here $u_0$ can be computed by squaring and multiplying of $A$.)

5.1 Decimation of the Sequence

**Theorem 5.1.** Let $A$ be an element of $\mathbb{H}_2(\mathbb{F}_q) \setminus \mathcal{B}$ and $u_0$ an element of $\mathbb{F}_q$. Let $T \geq 3$ be the period of $(\psi_A^n(u_0))_{n \geq 0}$, and let $m$ and $N_1$ be positive integer with $mN_1 \leq T$, then put $N := mN_1$ and $A_1 := A^m$ respectively. Suppose that the condition $C(A, u_0, N)$ is met. Then the followings hold:

(i) $\psi_{A_1}$ is of nonlinear type.

(ii) The period $T_j$ of the sequence $(\psi_{A_1}^j(A^n(u_0)))_{n \geq 0}$ satisfies $T_j \geq T/m - 1$ (0 \leq j < m).
(iii) \( \psi_{A_j}^n(A^j(u_0)) = \psi_{A_j}^{n+j}(u_0) \) holds for all integers \( 0 \leq j < M \) and \( 0 \leq n < N_1 \), i.e., each of sequences \( (\psi_{A_j}^n(A^j(u_0)))_{n=0}^{N_1-1} \) is a \((1 : m)\) decimated version of \( (\psi_{A_j}^n(u_0))_{n=0}^{N_1-1} \) starting with \( \psi_{A_j}^1(u_0) \).

(iv) For each of the decimated sequences \( (u_{n,j})_{n=0}^{N_1-1} := (\psi_{A_j}^n(A^j(u_0)))_{n=0}^{N_1-1} \), put \( y_{n,j} := GI_0(u_{n,j}) \) if \( k = 1 \), where \( GI_0 \) is defined as Eq. (22). Also put \( y'_{n,j} := GI'_0(u_{n,j}) \) and \( y_{n,j} := GI_0(u_{n,j}) \) respectively. Define corresponding \( t_n \), \( t'_n \) and \( \tau_n \) as in Theorems 4.1, 4.2 and 4.3 respectively. Then they satisfy corresponding discrepancy bounds Eqs. (8) (9), and (10) respectively, with substitution \( T \) by \( T/m - 1 \) in these expressions.

Proof. (i) From the assumption, we have \( m < T \). On the other hand, by the assumption \( T \geq 3 \) and Proposition 2.2(c), \( A^f \not\in \mathcal{B} \) for \( m < T' \), where \( T' \) is the smallest positive index that \( A^{T'} \in \mathcal{C} \), and \( T \leq T' \) is satisfied (in fact \( T = T' \) or \( T = T' - 1 \)).

(ii) Let \( T' \) be as above and define \( T'' \) similarly for \( A_1 \). Then \( mT'' \) should be a multiple of \( T' \). Then \( 0 \leq T' - T \leq 1 \) and \( 0 \leq T'' - T'' \leq 1 \) give the lower bound for \( T_j \).

(iii) By the condition \( C(A, u_0, N) \), we have

\[
\psi_{A_j}^n(A^j(u_0)) = A_j^n A_j^j(u_0) = A_j^{mn+j}(u_0) = \psi_{A_j}^{m+j}(u_0)
\]

for all integers \( 0 \leq j < M \) and \( 0 \leq n < N_1 \).

(iv) By (i), (ii) and (iii) the decimated sequence \( (u_{n,j})_{n=0}^{N_1-1} \) is a subsequence of \( (\psi_{A_j}^n(A^j(u_0)))_{n=0}^{\infty} \), which is generated by the FCG \( \psi_{A_j} \) of nonlinear type, with the period \( \geq T/m - 1 \). Then by Theorems 4.1, 4.2 and 4.3, the corresponding bounds follow.

Thus, under the condition \( C(A, u_0, N) \), each decimated sequence preserves nonlinearity and reasonable discrepancy bounds. Note that the discrepancy bound of the decimated sequence is weaker than that of the original sequence, due to the shrink of the length \( N \rightarrow N_1 \), however we paid nothing for any other overheads.

5.2 Leap-Frog Use

Consider the situation that \( m \) parties \( P_0, \ldots, P_{m-1} \) perform a large-scale Monte Carlo simulation corporately and parallelly. Each \( P_j \) performs \( N_1 \) simulations using their own random numbers to obtain \( N_1 \) results (local data, for short). Total \( mN_1 = N \) data are gathered from all the parties (global data, for short) for further analysis. Each party should choose pseudorandom numbers carefully so that the whole simulation is based on a low-discrepancy set of random number sequence. Also suppose that they wish to decide whether

they gather all the simulation results for analysis based on the global data, depending on how successful (in the sense of that application) local data are. To make this decision, it is also required that each party choose their own pseudorandom numbers to keep a reasonable quality (in nonlinearity or discrepancy) in their local simulation result.

A solution for this problem is that

\[
P_j \text{ uses } \psi_{A_j}^n(A^j(u_0)) \quad (0 \leq n < N_1),
\]

where the ICG \( \psi_{A_j} \) is common for all parties and \( U_j = \psi_{A_j}^{N_1}(u_0) \) (Compute these values by the repeated squaring of the matrix) with the common value \( u_0 \in \mathbb{F}_q \). That is, a sequence of length \( mN_1 \) from \( A \) is divided into \( m \) contiguous blocks and they are assigned to each party (This technique is called as sequence splitting [4], [11]). The global and local data depend on a set of reliable (in nonlinearity and discrepancy) random numbers from \( A \). However, until all of the parties finish their own \( N_1 \) simulations, the discrepancy of the global data is not guaranteed.

Another one is so-called Leap-Frog use [4], [11]:

\[
P_j \text{ uses } \psi_{A_j}^n(A^j(u_0)) \quad (0 \leq n < N_1),
\]

where \( A_1 = A^m, \psi_{A_1} \) fractional linear of nonlinear type, as in the theorem. Then the quality of both local and global data are guaranteed by the theorem. An extra merit is that the global data have a low-discrepancy (depending on the length) even if the simulations are in progress. So prescribed value of \( N_1 \) is not needed. To save cost for generations, one may take \( A_1 \) (for which each party actually computes the recurrence), rather than \( A \), to be inverive linear.

6. Concluding Remarks

Fractional linear congruent generators, which include the linear and inverive linear congruent generators, have been formulated and analyzed in a group theoretic manner. The fractional linear generators of nonlinear type are in fact geometrically shifted version of the inverive linear generators. The upperbounds on discrepancy in parts of the period have been extended for these generalized generators. Then it has been verified that if certain condition is satisfied, the extended bounds are robust under a decimation of the sequence. The robustness enables so-called Leap-Frog use of FCG in the distributed Monte Carlo.
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